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Abstract 

Both data abstractions and asynchronous processes are useful types of pro-
gramming units, as are traditional functions and subroutines. However, 
the incorporation of all four types in a single language poses problems of 
language size and consistency. 

This paper sketches an approach to providing functional equivalents of 
these programming units, together with some aspects of co-routines, with 
limited syntactic and semantic variation. Two types of programming units, 
called processes and procs, and a set of closely-related inter-unit commu-
nication mechanisms are developed. Provisions for integrity are 
addressed briefly. 



1. Introduction 

Programming languages usually provide one or more kinds of programming-
units, differing in definition, creation, behavior, and accessing. The 
earliest high level languages, (e.g., FORTRAN, ALGOL), generally provided 
three kinds of units - main programs, functions, and subroutines. Since 
then, many other kinds have evolved, perhaps the most important of which 
are the varied facilities for abstraction and concurrent programming. 

There have been some (badly needed) recent efforts, such as [2, 14, 17, 
18, 22], to understand and classify the dimensions along which programming 
unit variation occurs. One result of these studies, which focus primarily 
on approaches to concurrency, seems to be that much of the variation 
encountered is useful, from the point of view of convenience in particular 
application situations: For example: 

• Fully asynchronous communication (send/receive), by a concurrent cal-
ler, maximizes potential parallelism, while synchonous communication 
(procedure call and remote procedure call) provides implicit synchro-
nization, and is more succinct. 

• Explicit message selection and response by a concurrent callee pro-
vides considerable flexibility, but procedure-like argument accept-
ance and return is more convenient (and expressive of intent) when 
requests are to be handled one-by-one, in order of arrival. 

• Data abstractions have many virtues. However, traditional procedures 
can be more convenient, as they do not require separate, explicit cre-
ate and destroy operations. Also procedures are useful in defining 
the individual operations of a data abstraction., 

Subroutine reference patterns are needed for stand-alone invocations, 
while functional reference patterns are needed within expressions. 

The utility of all these variations represents a design problem, in that 
their incorporation into a single language seems to imply the use of four 
or five kinds of programming units (functions, subroutines, data 
abstractions, and one or more kinds of asynchronous processes) and associ-
ated communication forms. 

In this paper, an approach is suggested for the subsumption of equivalents 
of the above variations using only two programming units, and a set of 
closely related communication methods. 

The development is informal, and proceeds as follows. The basic program-
ming unit assumed, called a process, is introduced. A process is an asyn-
chronously operating abstraction with explicit message selection and 
response. Following this, a chain of increasingly succinct forms for ref-
erencing this unit, ranging from full exploitation of asynchronism to 
functional reference, is defined. The chain unifies, by abbreviation, 
asynchronous, synchronous, data abstraction, subroutine and function ref-
erencing patterns. The connection between asynchronous and synchronous 
referencing is made via a highly expressive request structure, useful in 
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its own right. Finally, an alternate programming unit, the proc, which 
uses procedure-like request acceptance and response, is defined as a 
shorthand process form. 

The development is followed by a summary and discussion of related work. 
The last sections of the paper 'address some questions of integrity and 
performance raised by the language constructs proposed. 

2. Processes 

The basic programming unit assumed, the process, is defined so'as to meet 
two objectives: (a) to allow the communication possibilities presented by 
concurrent processing to be fully exploited, and (b) to allow concurrent 
programs to be understood as data abstractions. 

Exploiting the communication possibilities of concurrency implies not 
requiring synchronization for data transmission. That is, the trans-
mission of data to a process should not require a sender wait, and the 
acceptance of data by a process should be performed at a process-specified 
point. This, in turn, implies that communication between concurrent proc-
esses is better modelled as the transmission of a message fo a queue, fol-
lowed by acceptance of the message into local variables of the receiver, 
than as the association of arguments with formal parameters. 

Full communication flexibility also implies that a process should not have 
to accept messages in the order sent, or to respond to them in the order 
accepted, or to respond, for that matter, at all. It is also desirable 
that a (service-oriented) process should be able to respond to messages 
sent from previously unknown sources. 

Based on these considerations, a process is defined as a programming unit 
which, once created, executes continuously, and has an associated queue. 
Basic communication is obtained by: (a) asynchronous (non-blocking) mes-
sage sending 'facilities, and (b) message reception facilities which allow 
a process to accept messages from its queue when convenient, and on a 
selective basis. 

The basic communication facilities are usable both by the provider of a 
service (receive request, then send response), and by the requestor of a 
service (send request, then receive response). Also, the message recep-
tion facilities permit a process to alternatively accept requests or 
responses (to requests which it initiates). 

Before describing syntax, some additional assumptions are made about pro-
cesses to allow them to be understood as data abstractions, to begin the 
process of programming unit amalgamation. A data abstraction (ultimately 
based on the'SIMULA [5] class concept, and further developed in CLU 110]) 
is understood here as an object which provides a number of services or 
operations. It is persistent, that is, it remains in existence between 
invocations, an'd maintains its own local data. 
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The •definition of a data abstraction is separate from its possibly many 
instances. The use of persistent multiple instances requires that 
instances be externally identified, e.g., by pointer, and that instance 
identifiers qualify operation requests (e.g., "StackPtr.Pop()"). For 
example, a stack abstraction might be referenced by "StackPtr.Pop()"', 
where "StackPtr" identifies the instance of the abstraction, and "Pop" 
indicates the desired operation. 

To allow processes to be understood as data abstractions they must be 
understood as instances of definitions, rather than as synonomous with 
definitions. To provide an analog of data abstraction operator defi-
nition, process definitions contain message type declarations. Messages 
are sequences of message elements, and message type declarations specify 
sequences o£ element types. As messages are used both for requests and 
for responses, process definitions contain declarations both for input 
message types and output message types. 

Multiple process definitions may declare message types with the same sim-
ple name, and thus unique message-type references require both a process 
identifier and a simple name. 

3. Basic Inter-Process Communication 

Under the above assumptions, messages might be sent and received by the 
statements shown in Figure 1. 

SENDFISENDL Pointer.Msgtype (message element list) 

RECEIVE rcv-option 
ON [defnamel.]msgtypel (rcv-var-listl) WHERE boolexpl THEN stmtl 
ON [defname2.]msgtype2 (rcv-var-list2) WHERE boolexp2 THEN stmt2 

OTHERWISE stmt 
END 

Figure 1. Send and Receive Statements 

Both SENDF and SENDL send a message to the queue of the process identified 
by "Pointer". SENDF (send foreign) is used to send messages of type 
"Pbinter.Msgtype", i.e., to send messages defined by the addressee. SENDL 
(send local) is used to send messages of type "*.Msgtype", i.e., to send 
messages declared by the sender. SENDF might be used to request services 
provided by the addressee, while SENDL might be used to send responses to 
requests. 

The RECEIVE statement is a case structure ultimately deriving from the 
guarded commands of [6], as do communication structures in a number of 
languages (see [2] for an excellent survey). Messages on the receiving 
process queue are compared with the ON clauses, in an order determined by 
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"rcv-option":' A message matches an ON clause if •it is of the specified 
message type and the contained boolean expressioh (if present) is true. 
Message types are qualified by "defnamei" if they are defined by the send-
er (the defname involved is the definition of the sender). The first 
matching message found is copied, element by element, into the variables 
of the associated "rcv-var-list". 

Built-in functions are provided for use within the boolean expressions to 
provide information about queued messages. For example, SENDER() would 
return a pointer to the sender of the message being tested, to ,allow the 
favoring of some senders over others. This approach has some resemblance 
to that of PLITS [8]. The messages of the latter are standardized, in 
that they contain only subsets of globally-known labelled fields, and can 
be queried prior to receipt. Here, the messages themselves cannot be que-
ried, but information can be obtained about their senders, time of trans-
mission, queue positions, and sending transactions (see discussion of 
integrity, further on). 

Similar functions are needed to provide information about the last message 
received, to allow out-of-order responses. For example, LASTSENDER() 
might return a pointer to the sender of the last message received. 

4. The Communication Abbreviation Chain 

One interesting side effect of modelling abstractions as processes, with 
full message transmission for both requests and responses, is particular-
ly important. This is the possibility of providing alternative responses 
to a particular request, leading to rather expressive code. For example, 
a. stack abstraction might distinguish between two types of responses to a 
"Pop" operation: "Ok", accompanied by the popped element, and "Empty", 
accompanied by a null message. The stack might then be referenced by the 
sequence shown in Figure 2A, which clearly distinguishes between the 
actions to be taken in the two cases. 

However, this form is extremely longwinded, as compared with typical ,stack 
abstraction reference syntax such as "X = StackPtr.Pop()", and the verbos-
ity interferes with readability. A chain of abbreviations for the above 
SEND/RECEIVE sequence is therefore developed which allows users to. trade 
off concurrency for readability, and brevity. 

The REQUEST statement shown in Figure 2B is equivalent to the SEND/RECEIVE 
sequence of 2A, but is more succinct and readable. It can be used when the 
requestor cannot continue until a response is obtained, and both the 
request and response messages are defined by the requestee. A similar 
form is described in [11]. 

1 The "rcv-option"s are: (a) compare each message, in queue order, with 
all ON clauses, (b) compare each ON clause, in the specified order, 
with all messages, and (c) compare each ON clause, in random order, 
with all messages. 
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A. SEND/RECEIVE SEQUENCE 

SENDF StackPtr.PopO; 
RECEIVE 

ON StackDef.Ok(TopOfStack) WHERE SENDER() = StackPtr THEN 
ON StackDef.Empty () WHERE SENDER() = StackPtr THEN ... 
END; 

B. REQUEST STATEMENT 

REQUEST StackPtr.Pop () 
ON Ok (TopOfStack) THEN .... 
ON Empty () THEN .... 

C. SINGLE-LINE REQUEST 

StackPtr.Pop (//TopOfStack) 

D. FUNCTIONAL REQUEST 

X = StackPtr.Pop() + Y 

Figure 2. Request Abbreviation Chain 

Further abbreviation requires that processes not only declare message 
types, categorized as inputs, and outputs, but also that they relate inputs 
to outputs, that is, that they indicate the outputs which may result from 
each input. Then, when only one response can be obtained from. an input, a 
single-line, call-like request can be used: 

Pointer.InputMsgType(input-msg//response-msg-rcv-list) 

The response message is assumed to be of the single possible type. The 
applicability of this form can be broadened by distinguishing (declara-
tively) between normal and error responses, with the normal response 
assumed in single line requests. For example, if the "Ok" response to the 
stack "Pop" operation is classified as normal, and the "Empty" response as 

an error, then the single-line-request shown in Figure 2C is acceptable. 

"TopOfStack" is assumed to be a message reception list for a response of 
type "Ok"; If a response of type "Empty" is received, it is treated as an 

exception. 

The last abbreviation, shown in Figure 2D, unifies subroutine and func-

tion reference. If an input message has only one normal response, .and 

that response contains exactly one element, then the request may be made 

as a functional reference. The single-element response is the value of 

the reference. 
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5. Subsuming Procedure-Like Referencing 

When only one request is to be made of a programming unit, it would be 

desirable to allow procedure-like reference, in the sense of not requiring 

explicit create and destroy operations. For example, if cosine is the 

definition of a data abstraction, it should not be necessary to code the 

sequence: 

P = NEW(cosine) 

DESTROY(P) 

if the instance is to be referenced only once. 

To do this, the form "definition%msg-type" is used, in the request state-
ment and its abbreviations. Thus the reference 

cosine%(x) 

specifies the sequence: (a) create an instance of cosine, (b) make the 
indicated request, (c) destroy the instance after accepting the 
response.' 

6. Processes and Procs 

The communication form abbreviations developed in the last section are 
desiged for object reference convenience, allowing asynchronous processes 
to be accessed by functional reference forms (when appropropriate). In 
this section, the perspective adopted is that of the referenced object, 
and forms are developed for more convenient acceptance of, and response 
to, messages. 

The problem addressed can be stated as follows. The RECEIVE and SEND 
statements defined earlier provide considerable flexibility, allowing, 
for example, a process to accept and/or respond to messages not in order 
of arrival. However, if a process is to simply accept requests in order 
of arrival, and respond to those requests before accepting others, these 
statements are cumbersome and hide intent [14], especially as compared 
with the implicit argument acceptance and return structures of classic 
data abstractions and procedures. 

2 The form Pjx), with message type omitted, can be used to reference 
objects having only one declared' input message type. It is assumed 
that instances of cosine fall into this class. 

' Another alternative is to use the form "NEW(cosine).(x)" to simul-
taneously create and reference instances, and to rely on system mech-
anisms for the destruction of instances to which no pointers exist. 
The selected alternative seems somewhat more explicit of intent, and• 
(correctly) causes any subsequent reference to the instance (possible 
if the instance distributes pointers to itself) to be understood as an 
error. 
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To provide for this case, another programming unit is introduced, called a 
"proc." The distinction between processes and procs is explained as fol-
lows: while processes have a single process-managed queue, procs have two 
queues, one system-managed and one proc-managed. Message types declared 
as inputs to the proc are placed on the system-managed queue, and activate 
the proc when quiescent. A proc must begin by receiving the activating 
message. While it is active, it may send and receive messages (from its 
general queue) using SEND/RECEIVE and request forms. The proc remains 
active until it responds to the activating message, at which point it is 
quiesced. 

To receive an activating message; and send the associated response, a proc 
uses specialized syntax in place of a RECEIVE/SEND sequence. However, the 
specialized syntax, shown in Figure 3 is related to RECEIVE/SEND, and, at 
the same time, is more succinct. 

The SRCV statement (Figure 3A) can be understood as a RECEIVE statement 
which draws messages from the proc's system-managed queue, in order of 
arrival. Since the queue may' contain only messages whose type is defined 
locally, the local/foreign distinction is not needed. SRCV can be further 
abbreviated to ERCV (Figure 3B) if the proc declares only one input mes-
sage type. 

The response to an activating message is sent by the RETURN statement 
(Figure 3C) which sends a message of the indicated local type to the send-
er of the last activating message received, and begins to wait for the 
next one. The "REENTER label" clause is optional, and is discussed fur-
ther on. 

Procs, while similar to processes in form, can be written with the clarity 
of classic abstraction definitions, in which each operation is defined by 
a separate procedure. To do this, the body of a proc is written as a sin-
gle SRCV statement. All processing for a particular input message type is 
specified within a single ON clause of that statement: 

SRCV 
ON msgtype THEN DO 

all processing for message 
RETURN 
END DO 

END SRCV 

The optional "REENTER label" clause of the RETURN statement' specifies that 
the next activating message is to be received not at the beginning of the 
code, but rather at the indicated label (which must identify an SRCV or 
SRCV statement). This option allows procs to subsume the control-state 
retention capabilities of co-routines (which preserve their control 
states between activations [4]) and of path expressions (which constrain 
the sequencing of abstraction operation requests [1, 3]). 

Processes inherently subsume these capabilities because they determine at 

what points they receive messages, and what messages are acceptable at 



A. SRCV Statement 

SRCV 
ON msgtypel (rcv-var-listl) THEN stmtl; 
ON msgtype2 (rcv-var-list2) THEN stmt2; 

END; 

B. ERCV Statement 

ERCV (rcv-var-list) 

C. RETURN Statement 

RETURN msgtype (msg-element-list) REENTER label 

Figure 3. Procs: Activating Message Reception and Response 

each point. The REENTER clause extends this characteristic to procs, 
without the coding overhead and verbosity of full-scale processes. More 
generally, it allows procs to be coded in the style of very clear finite 
state machine specifications, using SRCV statements to represent states, 
and REENTER clauses to represent transitions. 

7. Discussion 

The development to this point provides, to a large degree, the facilities 
of functions, subroutines, data abstractions, asynchronous processes, 
co-routines and path expressions with only two, related, programming 
units and a chain of reference form abbreviations. 

The two programming units are processes and procs. Procs are similar to 
processes, with the basic difference being that a proc uses more succinct 
structures to accept its declared inputs, and send its declared responses. 

The basic communication statements proposed are SEND/RECEIVE, with 
REQUEST, single-line request, and functional-form request, and their 
invoke (create, reference, destroy) equivalents, used as shorthand forms. 

Most of the forms suggested are derived from forms in existing languages 
(as mentioned above, [2] is an excellent survey). Furthermore, the 
attempt to encompass different types of programming unit behaviors and 
communication possibilities without inordinate syntactic and semantic 
disjointedness is not new. The significance of the proposal lies, rather, 
in the number of variations subsumed without either disjointedness or 
functional limitations. 

The unification of functions and subroutines is achieved as early as 
ALGOL68 [21], which substitutes a single programming unit - the procedure. 
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An ALGOL68 procedure always returns a result, which may be declared to be 

vacuous. Procedures with non-vacuous results correspond to functions, 
but may be referenced by call, as long as the result is irrelevant." 

However, more recent major languages do not preserve this unification. 
Also, while they do attempt to limit communication-form differentiation, 
this is often accomplished by limiting functionality. For example, ADATMS

[20] provides asynchronously and synchronously executing programming 
units, but no special statements for communicating with asynchronous 

units are used. In the ADA rendezvous mechanism, request messages are 
sent as remote procedure calls, and responses are sent automatically, at 

the end of the rendezvous, to the last sender. This reduces the number of 
statements needed, but limits concurrency, and does not allow for out-of-

order responses. 

One language which embodies significant communication construct inte-

gration is NIL [19]. Like the processes discussed here, NIL processes are 

potentially asynchronous abstractions, which may be referenced both syn-

chronously and asynchronously. However, the actual communication forms 

used differ, with those of NIL reflecting a rather unique, and interest-

ing, approach to correctness and security. 

Subsuntption Extent. The facilities proposed subsume those of the larger 
set (subroutines, functions, data abstractions, processes, co-routines, 

and path expressions) only "to a large degree", not entirely. However, 

the subsumed facilities are generally those considered most important. 

For example, the "REENTER label" clause provides a co-routine-like capa-

bility, in that it allows a collection of procs to retain their control 

states between activations. It does not allow substitution of activations 

within a call stack, but use of this aspect of co-routines is probably 

inadvisable. 

Similarly, the data abstraction equivalents proposed do not completely 

subsume the properties of procedures. Procedure-like reference succinct-

ness is preserved, as is the ability to define generic operators, in that 

the same input message type may be declared by any number of process/proc 

definitions.6 However, an exact analogy of procedure-based generic opera-

tor definition, in which all arguments participate in operator determi-

° The function/subroutine unification proposed in section 4 can be 

adapted to traditional argument passing to produce a more powerful 

capability than that of ALGOL68. To do this, parameters to a proce-

dure must be characterized (by declaration) as "used", "updated", or 

"used and updated". Then, if the last parameter to a procedure is 

declared as updated (only), the procedure can be referenced as a func-

tion with the last argument omitted. 
6 ADA is a registered trade mark of the U. S. Government (Ada Joint Pro-

ject Office). 
6 And operations of a data abstraction can be referenced in infix form. 

For example, in SNALLTALK [24], "A+B" is interpreted as "A.+(B)", 

i.e., the first operand is understood as the name of the data 

abstraction providing the operation. 
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nation, is not proposed. While it could be provided by allowing message 
elements to further qualify message type names (if extremely strong typing 
is assumed), it is instead suggested that the use of procedure-based 
generic operators, and the latter adaptation, is questionable. The use of 
an unqualified generic operation can be misleading, as it tends to suggest 
a single meaning to the reader of a program. In ̀ contrast, the form "ob-. 
ject.operation" makes explicit the dependence of the meaning of the opera-
tion on the object referenced. 

The most important features of more conventional programming units not 
subsumed by the proposal, to this point, relate to synchronization and 
performance. None of the implicit synchronization facilities provided by 
synchronous calls or rendezvous mechanism's are included. What might be 
considered a performance-related omission is' that of communication by 
parameter (as opposed to messages). Synchronization is addressed in con-
nection with more general integrity issues, in the next section. Perform-
ance issues are discussed in the section following that. 

8. Integrity Considerations 

The specification of integrity facilities compatible with the program-
ming-unit/communication structures proposed is currently incomplete. 
However, some aspects can be sketched, in overview form. 

The integrity facilities under consideration are based on the data base 
management concept o£ a transaction [7], whose wider applicability has 
been the subject of extensive discussion and of concrete proposals for 
adaptation [9, 12, 13, 16, 23]. The reason for adoption of this direction 
is that transactions can be used for multiple aspects of integrity - atom-
icity, error handling, recovery, and synchronization - eliminating the 
need for separate facilities. 

The adaptation being considered here consists of specifying transactions 
as qualified blocks, e.g., 

Label: DO'TRANS ONFAIL Labell 

END 

where DO ... END is a block form, and the optional "ONFAIL Label" clause 
identifids another transaction block to which control is to. be passed if 
the subject transaction,fails. Transactions may be.nested. 

In general, when a transaction fails (because of program error, explicit 
request, or interlock condition), the effects of the transaction on its 
environment are backed out, control is passed to the indicated (ONFAIL) 
alternative, and built-in functions may be referenced (in the alternative 
block) to determine the reason for the failure. 

Thus transactions, within individual program units, provide atomicity, 
error handling, and recovery. The handling of these aspects across pro-
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gram units, along with synchronization, requires the specification of the 
relationship of transactions to programming units. 

The first question to be dealt with in this regard is what transaction is 
being executed when an object carries out a request. One approach is to 
classify objects as either executing their own transactions, or executing 
the transactions of others. Since procs (in contrast to processes) are 
always executing an identifiable request, it seems natural to specify that 
procs always (automatically) execute the transactions of others, while 
processes normally execute their own transactions. 

Other questions relate to the treatment of multi-threaded transactions 
(transactions with contained asynchronism), which can be created by proc-
esses activating one or more procs while continuing to execute. Questions 
in this area have not yet been answered satisfactorily. Until they are, 
the generality of the proposal is limited by restricting requests made of 
procs to synchronous forms (REQUEST and REQUEST shorthand). (Note, howev-, 
er, that processes may be referenced by both synchronous and asynchronous 
forms.) 

Thus only processes may define outermost (effectively non-nested) trans-
actions. A request to a proc constitutes a kind of nested transaction, at 
least in the sense that: 

• The request is either executed to completion, or its effects are (with 
some exceptions) backed out. 

• During execution of a request by a proc A, any requests made by A are 
further nested in this sense. 

Procs may define their own, more deeply nested, transactions to allow them 
to handle their own errors. 

A proc may stand in one of two relationships to processes, established 
when the proc is created. It may be owned by a process, or it may be 
shared among processes. An owned proc is considered part of its owner, 
and is recovered together with the recovery of any transaction of its own-
er. Requests to owned procs are thus fully nested transactions, in that 
their effects are recovered even after return if the enclosing transaction 
fails. 

A shared proc is, in general, recovered only if it fails during a partic-
ular request. However, like a file (which can be modelled by a proc), a 
shared proc may be reserved by a, process for the duration of a transaction 
(by an extension to the transaction header clause). In this case it is 
considered part of the process during that transaction, and is recovered 
if the transaction fails. 

Additional aspects of transactions, not discussed here, include pro-

visions for processes to view copies of procs (to avoid the need for res-

ervation), and provisions to allow processes to act if they were 

processing the transactions of other processes. This is needed, for exam-

11 



pie, to allow processes to .perform the role of data base management sys-
tems. - 

In summary, the transaction facilities envisioned at this point seem to 
subsume many facilities in the areas of atomicity, synchronization, error. 
handling, and recovery, and seem consistent with the concurrency and com-
munication constructs described. It would be preferable, however, to 
define a transaction facility which allowed for intra-transaction concur-
rency, both to restore the consistency of procs and processes, and for 
other reasons not dealt with here. 

9. Performance Questions 

The primary device used to relate process and abstraction, reference pat-
terns is a message-based communication model, in which message, elements 
are copied into local variables of the receiving object. This would seem 
to have serious implications for performance. If sending a message causes 
all message elements to be copied, then a single REQUEST 'statement, which 
involves the sending of two messages (the request and the response), would 
seem to require two copy steps. This contrasts badly with communication 
by reference, which does not require any copying at all. 

The restriction of proc referencing to synchronous forms, made for pur-
poses of defining a coherent integrity facility, also forms the basis for 
the alleviation of this problem. It ensures that local variables refer-
enced in request message elements are not modified during request process-
ing, and, thus, that they may be passed, and referenced, by internal 
pointer. 

In most cases the restriction to synchronous reference is sufficient to 
ensure that no copying is required on the input side, i.e., in the recep-
tion of a request. One appropriate method relates to those used for dif-
ferential file [15] maintenance in data base management systems. All 
local variables in a proc which are used for request message reception are 
understood to be referenced by internal pointer. When a message element 
is received (by pointer) into a local variable, a directory of the blocks 
(some storage size used as a subdivision) for the variable is constructed. 
When a. change is made in the proc to the variable, only the affected block 
is copied, and the directory updated accordingly.e

This can be done as long as the value .of the local proc variable need not 
be saved between invocations. This would be true, for example, if it is 
assigned a new value every time -a request is accepted. Otherwise copying 
into local storage is needed to avoid inadvertent sharing. 

' If it were not for the transaction problem, the adjustment would_con-
sist of classifying of some procs as "sprocs", and applying the syn-
chronous reference restriction only to them. 

B The differential-file-like approach is also a means of providing the. 
transaction recovery described in the preceding section. 
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Avoiding copying on the response side is more complex, but still tracta-
ble. Suppose that proc definitions (optionally) included the specifica-
tion of input/output combinations to be considered as possible update 
cases. For example, one such specification might group input message type 
A, element 1, with output message type B, element 2. 

All references to those message types in the proc must use the same local 
variable in the specified positions. For example, if an SRCV statement 
receiving message type A receives element 1 into variable Vl, then all 
SRCV statements receiving message type A must receive element 1 into Vl, 
and all RETURN statements returning message type B must specify V1 as ele-
ment 2 of the return message. Furthermore, as above, the proc must be 
written such that value of Vl need not be saved between invocations. 

Given those specifications, no copying is needed for local variables of 
the requestor also used in those positions, e.g., X in 

REQUEST PTR.A (X, .... ); 
ON B (Y, X, ...); 

The value returned for X within message type B will be the directory poin-
ter for B constructed earlier. The receipt of the returned value consists 

of copying only the modified blocks. If, however, the variables used in 
the two positions do not match, the response message element must be 

copied. 

10. Concluding Remarks 

The programming unit types and inter-object communication statements pro-

posed here allow many types of object interactions, ranging from asynchro-

nous message processing to traditional function calls, to be expressed in 

a highly consistent fashion. This is accomplished, for the most part, by 

the use of a message-passing model throughout, and by the introduction of 

a request structure, useful in its own right, to bridge the gap between 

synchronous and asynchronous forms. 

The statements described form a part of a very-high-level language called 

PL/IDE (programming language for an integrated development environment), 

currently being defined. The integrity-related aspects of the language 

and execution environment are, at this point, only partially spe'cified. 

The capabilities contemplated seem compatible with the described program-

ming unit behaviors, but are overly constraining. More work is needed in 

this area. 
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